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A High Capacity 3D Steganography Algorithm
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Abstract—In this paper, we present a very high-capacity and low-distortion 3D steganography scheme. Our steganography approach
is based on a novel multi-layered embedding scheme to hide secret messages in the vertices of 3D polygon models. Experimental
results show that the cover model distortion is very small as the number of hiding layers ranges from 7 to 13 layers. To the best of our
knowledge, this novel approach can provide much higher hiding capacity than other state-of-the-art approaches, while obeying the low
distortion and security basic requirements for steganography on 3D models.

Index Terms—Information hiding, 3D steganography, Multi-layered embedding.
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1 INTRODUCTION

STEGANOGRAPHY is a technique to hide secret mes-
sages in a host media called cover media. The advan-

tage of steganography over cryptography is that mes-
sages do not attract attention to attackers and even re-
ceivers. Steganography and cryptography are often used
together to ensure security of the secret messages [33].
For example, many previous steganography approaches
[27], [28], [29] and [34] use the secret key (i.e., idea bor-
rowed from cryptography) to produce better protection
of the information if the stego object arouses suspicion.
Therefore, these approaches can become more secure and
can be potentially useful to some security-demanding
applications such as military intelligence. Watermarking
is another popular technique to hide messages and it
is usually used for providing ownership on copyrighted
multimedia material and for detecting originators of ille-
gally made copies. Therefore, an effective watermarking
method must be robust against a variety of attacks.
In contrast to watermarking, steganography prefers to
hide information as much as possible and requires cover
media with distortion as little as possible [1], [2].

In the past, most of effort on steganography has been
concentrated on various media data types such as an
image, an audio file or even a video file. However, there
is relatively little steganography work on 3D models.
With the development of 3D hardware, 3D computing
or visualization has become much more efficient than
ever. This leads to the widespread use of 3D models in
various applications such as digital archives, entertain-
ment, Web3D, MPEG4 and game industry. Therefore, 3D
models are good candidates and rich resources to serve
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as the innocuous-looking hosts for hiding other types of
digital content.

There have been many good 3D Watermarking meth-
ods proposed [4], [5], [6], [7], [8], [9], [10], [11], [12],
[13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23],
[24], [25]. Most of them may be easily modified for
the purpose of steganography. However, the data-hiding
capacity can be very low, since they are not originally
designed for this purpose. In this paper, we will exploit
the geometric characteristics of 3D models to provide
high-capacity data hiding. Usually, there is a trade-off be-
tween capacity, invisibility, and robustness in steganog-
raphy techniques [3]. Capacity and invisibility are more
important than robustness in the steganography system
[1], [2], [3]. Therefore, we aim at maximizing data-hiding
capacity while limiting distortion of cover models in a
lower-bounded value. The major contributions of this
paper are listed below:

• To the best of our knowledge, our novel approach
can hide much higher bit rates/vertex (i.e., 21 to 39
bits) than other previous state-of-the-art methods in
steganography for 3D polygon models.

• The vertex distortion of a covert model can be lim-
ited to an upper-bound I/2, where I is the width of
a partitioning interval. The capacity and distortion
of our approach depends mainly on the number of
partitioning intervals. We optimize the number of
partitioning intervals in terms of the capacity and
distortion.

2 RELATED WORKS

We describe only previous information hiding efforts for
3D polygon models. As for other cover media such as
documents, images, video and audio, a brief history and
surveys can be found in [1], [26]. Information hiding
encompasses a broad range of applications in which
the messages are embedded into the cover media for a
variety of purposes. Watermarking and steganography
are two types of information hiding. A significant num-
ber of methods have been proposed for watermarking
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[4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15],
[16], [17], [18], [19], [20], [21], [22], [23], [24], [25]. The
common purpose of watermarking is to provide a robust
algorithm to withstand various malicious attacks for
digital content protection or to locate the modification for
authenticating the integrity of digital content. In general,
there is a strong relationship between the embedded
digital watermark and the host content. In contrast,
the hidden information in steganography is kept secret
to the public. Therefore, watermarking techniques are
generally not suitable for the covert communication.
Among these watermarking techniques, [7], [15] could
have better chances of application to steganography.
After some proper modifications, [15] can hide about
0.5∼1.0 bit per vertex and [7] can hide 2 bits per vertex.
However, the performance of these two methods, in
terms of capacity, is still much less than our approach.
Instead of focusing on the robustness issue as done in
most digital image watermarking research, we take ca-
pacity, reliability, and security into serious consideration.
The goal is to maximize capacity while ensuring that
the amount of hidden information can be transmitted
without errors.

3D model watermarking technology has been actively
studied in the past, but only a few works have addressed
information hiding for covert communication [27], [28],
[29]. In [27], the authors presented a blind information
hiding scheme based on a substitution procedure in the
spatial domain. This scheme is derived from the well-
known quantization index modulation (QIM) [30], [31].
The basic idea is to represent a triangle as a two-state,
i.e., state ’0’ or ’1’, geometrical object depending on what
bit value is to be hidden. They adopted a technique
called the triangle strip peeling sequence (TSPS) pre-
sented in [10], [11] to determine the data embedding
order for security considerations. In [28], the authors in-
troduced a multi-level embedding procedure extending
the scheme proposed by [27] for expanding the hiding
capacity. They propose three embedding levels called
sliding, extending, and rotating to embed data based
on slightly shifting the vertex position. This method can
provide about three times the capacity of [27]. In [29], the
authors extended their previous work [28]. In addition
to a multi-level embedding procedure, they proposed
a 3D model representation rearrangement procedure to
hide more data (9 bits/per vertex). In contrast, our novel
multi-layered embedding scheme can offer up to 3nlayers

bits/per vertex, where nlayers ranged from 7 to 13 in
our experiments. Our approach produces much higher
hiding capacity than all of the previous works.

3 OVERVIEW OF STEGANOGRAPHIC SYSTEM

Fig. 1 schematically illustrates the proposed information
hiding scheme. This scheme consists of two separate
procedures: the embedding procedure and the extraction
procedure. Both procedures have two main steps: spatial
analysis and multi-layered embedding/extraction. We briefly

describe the embedding procedure. In the spatial anal-
ysis step, we analyze the cover model for obtaining
a vertex embedding order and three end-vertices for
the payload embedding. The vertex traverse approach
presented in [27] and [28] is adopted to generate the
vertex embedding order. The basic idea is to represent
a triangle as a pivot edge and two possible exit edges.
The traverse order starts with an initial triangle and the
next visited triangle is determined by the bit value in
a selected secret key to take security into account. The
initial triangle is determined by the principal component
analysis (PCA) of the cover model. Given the first prin-
cipal axis obtained from the PCA for the cover model,
the initial triangle is the one that intersects this axis and
its position is furthest from the cover model center of
gravity. Once the initial triangle is determined, the next
visited triangle is selected depending on the next bit
value in the secret key. If the next bit value is ’1’, the
traversal direction is the right exit edge. If the next bit
value is ’0’, the traversal direction is the left exit edge.
Once the vertex embedding order is determined, the next
step is to embed the payload on the vertices in that
order. In this paper, a novel multi-layered embedding
scheme is proposed for enlarging the hiding capacity. In
the extraction procedure, the embedding order can also
be obtained using the secret key in the spatial analysis
step. The payload can then be correctly extracted in the
reverse embedding order.

Fig. 1. System workflow.

4 MULTI-LAYERED EMBEDDING AND EXTRAC-
TION SCHEMES

In this section, we describe the single layered embedding
scheme first, and then detail the multi-layered version.
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4.1 Single-layered Embedding Scheme

First, three vertices of a cover model denoted as Va, Vb

and Vc are selected. They are also called end-vertices in
this paper. These three end-vertices are determined using
the PCA of the cover model. Given the first and second
principal axes, we orthogonally project all vertices onto
these two axes. The vertices that fall on the two extreme
ends of the first principal axis are selected as the end-
vertices Va and Vb. The vertex that fall on the furthest
extreme end of the second principal axis is selected as
the third end-vertex Vc. If an end-vertex has multiple
candidates, we simply select the nearest candidate (near-
est to the principle axis) as the end-vertex and slightly
shift the other candidates in order to uniquely define
an end-vertex. The next step is to transform the cover
model to align the vectors −−→

VaVb and (−−→VaVb × −−→
VaVc) with

the x-axis and y-axis, respectively, and to coincide vertex
Va with the origin of the Cartesian coordinate system.
Next, we uniformly divide the line segment VaVb into
two-state region subsets in an interleaved manner (e.g.,
010101...), denoted as R0 and R1 in Fig. 2. The suffix of
R0 and R1 represents the binary feature state ’0’ and ’1’,
respectively. The region which a vertex vi falls into can
be simply calculated using:

di/I = qi...ri ,

qi = �di/I� ,

ri = di%I (1)

where di represents the projected distance between ver-
tex vi and the end-vertex Va on the x-axis, that is
di = vi.x − Va.x (where vi.x and Va.x represent the x
component of vi and Va, respectively). I represents the
interval width of a state region, that is I = D/nintervals,
where nintervals is the number of state regions and D is
the distance of VaVb. qi then represents the state region
where a vertex vi falls into and ri represents the vertex
position in the state region qi, as shown in Fig. 2. ’%’ is
the remainder operator.

Fig. 2. An illustration of a state region qi and its change
region and un-change region. In this example, qi ∈ R0.

If qi ∈ R0, it implies that the bit value hidden in a
vertex vi is ’0’. Similarly, if qi ∈ R1, it implies that the bit

value hidden in this vertex is ’1’. However, the bit value
that will be embedded in a vertex depends on the hidden
data and the vertex embedding order. A vertex falls in
the region qi ∈ R0, but the hidden bit value may be ’1’. To
solve this problem we further divide each state region qi

into two sub-regions, called the change region and the un-
change region, as shown in Fig. 2. The purpose of the state
region subdivision is to find an empty region, i.e., the
change region (no vertex falls in), over all state regions
in order to proportionally move the mismatched vertices
(qi ∈ Rk but the hidden bit value is not equal to k, where
k = 0 or 1) to the empty region. In this manner, we not
only can hide the correct bit value in each vertex but
have the ability to reverse the vertex position when the
hidden bit value is extracted. These two sub-regions can
be determined using a variable n that is the minimum
distance between all variables ri and its nearest state
region boundary, that is n = min

i
(min(ri, I − ri)), for all

vertices vi. We consider the following two cases:
Case 1: qi ∈ Rk and bit(i) = k, k = 0 or 1: No

modification.
Case 2: qi ∈ Rk and bit(i) �= k, k = 0 or 1: Shift vertex

vi to the neighboring change region in qi, i.e.,
if di%I ≤ I/2, move vi to the change region
[0, n]; otherwise move vi to the change region
[I − n, I], as shown in Fig. 3.

In the cases above, bit(i) represents the bit value of
payload hidden in a vertex vi. In Case 2, the new
position is calculated by adding a small offset δi to di

(as shown in Fig. 3), that is:

d′i =
{

di − δi if ri ≤ I/2,
di + δi if ri > I/2.

(2)

where δi = min(ri, I − ri)(1 − 2n/I)

Fig. 3. Move the vertex to the neighboring change region
when Case 2 occurs.

The drawback of the above hiding method is that
the n, i.e., the change region, might be too small to
precisely hide a payload. We propose two approaches
to solve this problem. The first approach is to optimize
the number of state regions nintervals (Section 4.6). The
goal of this optimization is to enlarge the change regions
while reducing the distortion. Another approach is to
enlarge the change regions by simply shrinking the un-
change region to the range [I/4, 3I/4] and setting the
change regions to be the regions [0, I/4] and [3I/4, I],
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as shown in Fig. 4. In this manner, the small offset δi in
Eq. (2) must be redefined as:

δi = min(ri, I − ri)/2 (3)

Fig. 4. Modulate the spaces of change and un-change
regions.

Therefore, in Fig. 4, when embedding one bit bit(i) to
the vertex vi, the new position d′i of this vertex can be
calculated using:

d′i =
{

di + (I/4 − ri/2) if qi ∈ Rk, bit(i) = k
di − sgn(I/2 − ri)δi if qi ∈ Rk, bit(i) �= k

(4)

where sgn x =
{ −1, if x < 0

1, if x ≥ 0

In general, the offset |d− d′| must be small enough to
avoid visual degradation of the cover model but large
enough to allow accurate payload detection. This will
be discussed in detail in Sections 4.4-4.6.

4.2 Multi-layered Embedding Scheme

It is very easy to extend the single-layered embedding
scheme to the multi-layered version by directly adding
more layers, as follows. Like the single-layered version,
two-state region subsets are arranged in an interleaved
manner for each layer in our multi-layered embedding
scheme. However, we make a slight modification: the
state regions in the even layers are shifted to the right
by I/2 as shown in Fig. 5. Using this arrangement, the
moving direction of a vertex is bidirectional. Vertices are
swung forwards and backwards in the half interval of a
state region when embedding payloads on them. In this
manner, we can potentially hide more data on each ver-
tex in multi-layers and do not enlarge the cover model
distortion. The lower-bounded distortion is limited to
I/2.

In the multi-layered embedding scheme, the variable
ri for vertex vi in Eq. (1) must be rewritten as:

ri =
{

di%I if embed in odd layers
(di + I/2)%I if embed in even layers (5)

The overall multi-layered embedding algorithm is pro-
cessed as follows:

1) Calculate the variable di for each vertex vi.
2) Calculate the variable ri for vi using Eq. (5).

Fig. 5. An illustration of the multi-layered embedding
scheme. On the right side, we take a close look at the
shaded interval of a state region.

3) Embed a payload into vi by slightly shifting its
position, i.e., variable di → d′i , using Eq. (4) (i.e.,
so vi is shifted to a new position).

4) Repeat steps 2) and 3) for the next layer embed-
ding until all payloads are embedded entirely on
vertices.

In this manner, we can embed data on x-, y-, z-
components of a vertex coordinate, respectively. In each
layer, every vertex can hide three bits information, except
for the end-vertices Va, Vb and Vc. These three vertices
cannot be embedded with any messages because they are
the bases for the extraction process. As a result, the theo-
retical upper-bounded capacity of our hiding scheme is
3(|V | − 3)nlayers, where nlayers represents the number
of embedding layers and |V | represents the number
of vertices. Each vertex swings in a I/2 interval using
the proposed multi-layered architecture. Therefore, the
maximal distortion is limited to I/2. In Fig. 6, we show
an example of our multi-layered information hiding. The
hiding layers number up to 10. The distortion is still
imperceptible.

Note that the end-vertices and initial triangle (men-
tioned in Section 3), obtained from cover and stego mod-
els respectively, might not be identical if the distortion
of the stego model is too large. Fortunately, this case
had been very rare since the offset of vertex position is
extremely small. In our experiments, the PSNR rates are
all above 81 dB (shown in Table 1 and Table 2). To test
for robustness against this problem, we recheck if the
end-vertices and initial triangle are identical after data
embedding.

4.3 Multi-layered Extraction Scheme

In the multi-layered extraction processes, the payloads
are extracted in a reverse embedding order, i.e., from
the last layer to the first layer, that is, extracting the
bit values in reverse vertex embedding order. First, the
variables di, qi and ri for each vertex vi can be calculated
using Eq. (1) and Eq. (5). We then detect in which region
(change or un-change region) the vertex lies using the
following decision equation:
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Fig. 6. An illustration of the multi-layered information hiding. The hiding layers number up to 10. The distortion
(measured by root mean squared error) is coded by color ranging from blue (the smallest distortion: 0.0) to red
(the largest distortion: 5×10−4 )

{
vi ∈ change region if ri < I/4 or ri > 3I/4
vi ∈ un-change region if ri ≥ I/4 or ri ≤ 3I/4 (6)

The bit value bit(i) embedded on the vertex vi can be
extracted by checking its state region:

bit(i) =
{

qi%2 if vi ∈ un-change region
1 − qi%2 if vi ∈ change region

(7)

To recover the vertex position in the previous layer,
we subtract the small offset δi back from the variable
di (please refer to Eq. (4)) and then expand the state
region from [I/4, 3I/4] to [0, I], as shown in Fig. 7.
The vertex position in the previous layer can then be
calculated using Eq. (8), i.e., proportionally moving back
to the previous layer.

Fig. 7. State region expanding.

d′i =
{

di − (I/2 − ri) if di ∈ un-change region
di + sgn(I/2 − ri)ri if di ∈ change region

(8)

where ri = min(ri, I − ri) and sgn is a sign function as
defined in Eq. (4).

The overall multi-layered extraction algorithm is pro-
cessed, as follows:

1) Calculate the variable di for each vertex vi.
2) Calculate the variable ri for each vertex using Eq.

(5).
3) Extract a bit value from vi using Eq. (7).
4) Recover the vertex position on the previous layer

using Eq. (8)
5) Repeat steps 1) ∼ 4) for the previous layer extrac-

tion until all payloads are completely extracted.

4.4 Hiding Capacity Analysis

In our experiment, the vertex coordinate is represented
by IEEE 754 single precision standard format, which
occupies 32 bits and has a significant precision of 23
bits (about 7 decimal digits). The proposed approach
hides data in the spatial domain. Therefore, the scale
of 3D model will affect the hiding capacity. To faithfully
measure the hiding capacity of the proposed approach,
the vertex coordinates of all the experimental models
are normalized to the range of 0.0 to 1.0 before data is
embedded.

In our multi-layer data hiding scheme, the bound-
aries of change and un-change sub-regions in a state
region are at I/4 and 3I/4 in the fist layer. These two
boundaries are shifted to 3I/8 and 5I/8 in the second
layer due to space modulation, i.e., enlargement of the
change region. Induct this to the nth layer, and these two
boundaries will lie at (2n−1)I/2n+1 and (2n+1)I/2n+1. It
means that the distance of any two adjacent boundaries
in the nth embedding layer is I/2n. The smallest unit
(precision) of a single floating point is 2−23. If the
distance between these two boundaries is shorter than
2−23, we cannot hide any bit in this area. Therefore I/2n

must greater than or equal to 2−23, and the limitation of
the number of layers can be formulated as:

nlayers ≤ log2 I + 23 (9)

From Eq. (9), we can see that the theoretically maxi-
mum number of hiding layers (limit) is 23 in the pro-
posed multi-layered embedding scheme. It occurs when
the interval width of state region I is set to 1. It means
that the number of state regions is only one, since the
model is normalized to the range [0.0, 1.0] (please refer
to Eq. (1)). Therefore, the theoretical hiding capacity is 69
bits/per vertex (each vertex can hide three bits in every
layer).

4.5 Floating Point Rounding Scheme

In general, we cannot hide payload up to the theoret-
ically maximum layers due to the precision rounding
error. In the IEEE 754, if a number cannot be represented
in the floating point format then the float conversion
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requires a choice of which float-point number is appro-
priate. In the IEEE 754, the default method is the round-
to-even approach, which is also sometimes called banker
rounding. This approach chooses the nearest value. In
our embedding scheme, this rounding scheme will cause
wrong bit due to the shift of the vertex to the adjacent
region (wrong region). This occurs when the vertex is
very close to the region boundary. Take Fig. 8 as an
example. The d′i for vertex vi lies in the region Rb after
payload embedding. The value d′i cannot be represented
in the floating point format. Therefore, it is rounded
to the nearest value (case a). However, this rounding
process shifts d′i from region Rb to region Rc. This will
cause wrong payload embedding. To solve this problem,
we slightly modify the rounding scheme by rounding d′i
to the nearest value within the same region (as shown
in case b). In this manner, we can ensure that the vertex
falls in the correct region.

Fig. 8. Floating point rounding. Case a: rounded to the
nearest value; Case b: rounded to the nearest value
within the same region. (The red lines represent the
smallest unit in standard single precision format; the black
lines represent the region boundary.)

4.6 Interval Number Optimization

The capacity, i.e., the number of layers, and distortion
mainly depend on the number of partitioning intervals
in the proposed approach. A small partitioning interval
can obtain a small distortion result, but might hide less
data, i.e., the change region is small. To balance the
capacity and distortion, we find the optimal number of
partitioning intervals by minimizing an objective func-
tion:

F (nintervals) = α × Distortion + (1 − α) × Capacity (10)

where the instance nintervals represents the number of
partitioning intervals, and α is a user-defined weight
coefficient. In our experiments, the parameter α is set
to 0.5. Both Distortion and Capacity terms are explained
in the following.

The Distortion term is simply formulated as the root
mean square error (RMSE). The error is defined as the
distance between the vertex vi in the cover model and its
corresponding vertex v′i in the stego model. It can also
be calculated as the projected distances on the x-, y-, z-
components of the vertex coordinate, that is (dij − d′ij),

where 1 ≤ j ≤ 3. The worst case of a vertex distortion
occurs when a vertex is shifted to the boundaries or the
center of a state region. Therefore, we formulate this term
as:

Distortion =
1
|V |

|V |∑
i=1

√
(vi − v′

i)2

=
1

3|V |
|V |∑
i=1

3∑
j=1

√
(dij − d′ij)2

=
1

3|V |
|V |∑
i=1

3∑
j=1

√
(min(rij ,

I

2
− rij))2 (11)

The Capacity term is estimated as the width of the
un-change region. A small un-change region indicates
that we can have a high probability (i.e., space) to swing
vertices in the half interval of a state region. This implies
that it might hide more layers. We adopt the standard
deviation, denoted as σ, as the estimator of this term.
The confidence interval is set to be 1.96σ . It means
that about 95% vertices have fallen in this interval for a
normal distribution of vertex data. Therefore, the width
of an un-change region is approximated as 2×1.96σ (two
sides) plus the distance between I/4 and the mean-value
of variable r, as shown in Fig. 9, that is:

r̄ =
1

3|V |
|V |∑
i=1

3∑
j=1

rij

σ =
1

3|V |
|V |∑
i=1

3∑
j=1

√
(rij − r̄)2

Capacity = 2 × 1.96σ + |I/4 − r̄| (12)

Fig. 9. Approximate the width of a un-change region in
the Capacity term.

Any efficient algorithm for solving the optimization
problem can be adopted here. In this paper, we adopt
the gradient-descent algorithm and the search range is
set to [|V |/2, 3|V |/2]. The search space is not too large.
Therefore, this process will not be time-consuming. To
avoid artifacts such as face fold-over in an extreme case
where the interval I is larger than the half length of
the smallest edge, we simply restrict its search range to
be larger than 2D/|e|, where |e| represents the length of
smallest edge and the parameter D is defined previously
in Section 4.1.
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TABLE 1
Embedding results of various 3D models. The number of intervals nintervals is computed by Eq. (10). PSNR1 and

PSNR2 represent the PSNR rates for position and normal distortions, respectively.

3D Cover models #Vertices nlayers nintervals
Embedded data PSNR1 PSNR2(bit)

Bunny 34834 9 23500 940464 100.57 108.68
Dragon 437645 10 11785 1312920 92.75 99.71

Elephant 42321 10 13111 1269570 93.56 117.73
Skeleton-hand 1058 13 1552 41184 82.56 104.71

Horse 8431 10 8385 252870 96.16 96.75
Rabbit 67038 7 70698 1407756 107.19 122.10
Runner 7502 10 8398 225000 88.80 97.01
Teeth 116604 10 9153 3498060 91.30 110.50
Venus 134345 11 6412 4433319 89.35 111.99

Fig. 10. 3D models in Table 1. From top left to bottom right: bunny, dragon, elephant, skeleton-hand, horse, rabbit,
runner, teeth, venus.

5 EXPERIMENTAL RESULTS

To validate the feasibility of the proposed approach, var-
ious 3D models have been selected in the experiments, as
shown in Table 1 and Fig. 10. We adopt the commonly
used peak signal-to-noise ratio (PSNR) to measure the
distortion. Since the connectivity of the cover and stego
models are identical, PSNR can be easily calculated
via the root mean squared error (RMSE) of these two

models. The RMSE is defined as
√

1
|V |

∑|V |
i ‖vi − v′

i‖2

and
√

1
|V |

∑|V |
i 〈ni, n′

i〉2 in the position and normal dis-
tortion measurements, respectively, and PSNR is defined
as 20 log10(

Dmax√
MSE

) (where Dmax is set to the diagonal

distance of the bounding box of the cover model and
180 degree in the position and normal distortion mea-
surements, respectively).

The experimental results show that the number of
layers nlayers ranges from 7 to 13 and the PSNR for
postion and normal distortions are all above 82 dB
for the test models. Our approach can hide very high
volumes of data, while the incurred distortion is extreme
small. Note that the number of layers and the volume of
embedding data shown in Table 1 are not the capacity
limit of the proposed approach. As mentioned in Section
4, the layer limit is up to 23. The numbers of layers
shown in Table 1 are the obtained optimal value for
balancing the capacity and distortion. We show the
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(a) (b)

Fig. 11. The analysis of relation between the number of layers and PSNR1 using single (a) and double (b) precision
formats. The red curve is the experimental result for Horse model and blue curve is the worst case; the numbers (pink
color)on the curves mean the number of intervals.

analysis of the relation between capacity (the number
of layers) and distortion (PSNR) in Fig. 11. We see that
PSNR rates exponentially decrease with the number of
layers. The PSNR decreases sharply when the number
of layers is larger than 10 (the obtained optimal value,
see Table 1) in the example of Horse model. This implies
that we can find a suitable nintervals in the optimization
process. In Fig. 11, we also show the worst embedding
case (the blue curve), in terms of distortion. The worst
case scenario is to shift every vertex right or left by half
of an interval I/2 in the embedding domain. Therefore,
the position distortion is 20× log10(

Dmax√
I/2

)dB. In the case

of nintervals = 8385, i.e., the obtained optimal partition
interval number, the PSNR is still up to 87 dB. It implies
that the difference between the stego and the cover
models is imperceptible even for the worst embedding
case. We also present the embedding analysis using
the double precision standard format in Fig. 11(b). The
number of layers can be increased up to about 40. To
further demonstrate the imperceptibility with respect to
the human visual system, we synchronously magnify the
local regions of two example cover and stego models to
perceive the detailed difference between them in Fig. 12
and Fig. 13. We also visualize the distortion encoding by
colors in Fig. 14.

We experimentally evaluate our approach with two
extreme cases shown in Fig. 15. The Fig. 15(b) and
Fig.15(c) are generated by regularly and irregularly sub-
dividing a local patch of Fig. 15(a), respectively. The Fig.
15(b) contains many small edges and Fig. 15(c) contains
several near-degenerated triangles. In the experimental
statistics (Table 2), both PSNR rates for vertex position
and normal are high and the artifacts such as fold-over
do not happen for these two extreme cases.

Table 3 shows the theoretical comparison of the three
most related steganography approaches [27], [28], [29]
and three watermarking approaches [12], [13], [16]. As
expected, the steganography approaches provide more

Fig. 12. Comparisons between the cover and stego
models (flat shading).

Fig. 13. Comparisons between the cover and stego
models (flat shading).

capacity but are less robust than the watermarking
approaches. These four steganography approaches all
belong to the blind detection schemes and hide data
in the spatial domain. They can withstand similarity
transformations and vertex reordering attacks (except
[29]) because the vertex/face traverse orders are deter-
mined by PCA and a secret key. However, they can-
not withstand attacks such as cropping, simplification,
smoothing, and noise because either the vertex/face
traverse orders are lost, therefore the embedded data is
destroyed, or the vertices may potentially fall in incorrect
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Fig. 14. The RMSE of various 3D polygon models as shown from left to right in the figure. Each model is coded by
color ranging from blue (the smallest degree: 0.0) to red (the largest distortion: 8×10−4).

(a) (b) (c)

Fig. 15. The cover models: (b) and (c) are generated by regularly and irregularly subdividing a local patch of (a). (b)
contains many small edges(about 85% of total triangles) and (c) contains several near-degenerate triangles (25% of
total triangles).

TABLE 2
The embedding results.

Cover models #Vertices nlayers nintervals
Embedded data

PSNR1 PSNR2(bit)
Fig.15(a) 5618 8 9850 134784 98.23 124.32
Fig.15(b) 32988 9 15395 890595 101.69 107.52
Fig.15(c) 6766 8 15393 162336 101.75 81.31

regions after attacks. In other words, the embedded
information cannot be recovered after suffering these
malicious attacks. On the other hand, if we can find
the correct vertex/face traverse orders (i.e., the receiver
has the original model) after suffering the mesh sim-
plification (assuming the simplification is done by a
well-known QSlim algorithm with half-edge collapse
operations [32]) or cropping attacks, we still have a
chance to recover partial information. If p% vertices
are cropped or simplified, we can extract (100 − p)%
of the original embedded information correctly from
attacked models (see Table 4 and Fig. 16). As a result, the
proposed approach and these three related steganogra-
phy approaches are not suitable for the applications of
digital content protection and authentication. In terms
of the similarity transformation attacks, our approach
is less robust than the approaches [27], [28], [29] since
our approach used more mantissa of the floating point
representation. Any similarity transformation, such as
translation or rotation, may shift the mantissa of the

floating point representation of the coordinates, thereby
potentially losing some of the bit positions that are used
for embedding (i.e., approximately 1∼2% loss of the
embedded information in our experiments). However,
high capacity is more important than the robustness in
steganography techniques. In general, embedding pay-
load in the spatial domain (three-dimensional space) can
hide three bits per vertex such as the approaches pre-
sented in [28], [29] and our approach. To further increase
capacity, we propose a multi-layered embedding scheme
that can embed data on many layers. The proposed
approach offers a significant improvement in capacity
compared to the previous 3D steganography methods,
while the distortion is bounded.

Finally, we discuss our approach on the issue of secu-
rity as follows. In all experiments, the distortion of the
cover models suffered from our approach is very small,
i.e., with PSNR rates > 81 dB for both vertex position and
normal distortions. The visual difference between the
stego and the cover models is imperceptible. Therefore, it
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TABLE 3
The comparison between our approach and the approaches presented in [27], [28], [29] (steganography) and [12],

[13], [16] (watermarking). Here, |V | represents the number of vertices; m represents the size of watermark and
|V | � m ; symbols ’χ’,’

√
’,’�’ indicate that this approach cannot withstand, can withstand, or can weakly withstand

attacks, respectively.

Steganography Watermarking

[27] [28] [29]
Our

[12] [13] [16]
approach

Capacity ∼ |V | 3|V | 9|V | 3nlayers|V | m m m

Extraction scheme blind blind blind blind non-blind non-blind blind

Domain spatial spatial spatial spatial frequency frequency frequency

(A
tt

ac
ks

)

Simplification χ χ χ χ � � �
Cropping χ χ χ χ

√ √
χ

Noise χ χ χ χ � � �
Smoothing χ χ χ χ � � �
Similarity transform � � � � √ √ √

Vertex reordering � � χ � √ √ √

TABLE 4
The 2nd and 3rd columns convey the number of vertices in the cover model (C. M.) and attacked model (A. M.),

respectively; the 4th column indicates the size of the embedded data; the 5th column relays the extracted data size.

Attacks
#Vertices #Vertices Embedded Extracted Recovery

(C.M.) (A.M.) data (bit) data (bit) rates
Simplification (50%) 437645 218799 1312929×nlayers 656334×nlayers 50%
Simplification (75%) 437645 109251 1312929×nlayers 327750×nlayers 25%
Simplification (90%) 437645 43377 1312929×nlayers 130128×nlayers 10%

Cropping (30%) 437645 304464 1312929×nlayers 913392×nlayers 70%
Cropping (50%) 437645 218510 1312929×nlayers 655530×nlayers 50%

Fig. 16. The first three models are simplified by 50%, 75% and 90%, respectively. The last two models are cropped
by 30% and 50%, respectively.

is difficult to sense/determine whether the stego model
contains any hidden messages. Our approach also allows
a trade-off between the capacity and invisibility (see Fig.
11) by simply modifying the weighting coefficient α in
Eq. (10). If the distortion factor is more important than
the capacity factor, a large α can be selected. Further-
more, combining the secret key with our approach makes
it harder to extract the hidden information. Therefore, we
can produce better protection of the information if the
stego object arouses suspicion.

6 CONCLUSIONS AND LIMITATIONS

We introduced a novel multi-layered information hiding
scheme for 3D polygon models. We optimized the num-
ber of partitioning intervals to obtain a good balance be-

tween distortion and capacity. The experimental results
showed that the proposed method can provide much
higher capacity than previous approaches. Currently, the
proposed approach has the following limitations that
will be solved in the near future. Perfectly smooth (i.e.
sphere) or extremely small-size models are not suitable
for selection as cover models because the hidden data
might be easily observed after even a very small modifi-
cation by any embedding method. As in the previous
work [27], [28], [29], utilizing PCA to determine the
vertex traverse list may potentially hinder the robustness
of the proposed method. Although the end-vertices and
initial triangle obtained from cover and stego models are
identical in all cases in our experiments, we cannot guar-
antee that both are always exactly identical. One simple
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solution is to simply project vertices on the x-, y-, and z-
axes. However, this approach cannot withstand similar-
ity transformations. A better approach for determining
vertex traverse list is required in the near future. An-
other limitation is that our approach cannot withstand
certain malicious attacks such as smoothing, additional
noise, non-uniform scaling, simplification, and vertices
re-sampling. As a result, the proposed approach is not
suitable for the applications of digital content protection
and authentication.
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