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Point Cloud Encoding for 3D Building Model
Retrieval

Jyun-Yuan Chen, Chao-Hung Lin, Po-Chi Hsu, Chung-Hao Chen

Abstract—An increasing number of three-dimensional (3D) building models are being made available on Web-based model-sharing
platforms. Motivated by the concept of data reuse, an encoding approach is proposed for 3D building model retrieval using point clouds
acquired by airborne light detection and ranging (LiDAR) systems. To encode LiDAR point clouds with sparse, noisy, and incomplete
sampling, we introduce a novel encoding scheme based on a set of low-frequency spherical harmonic basis functions. These functions
provide compact representation and ease the encoding difficulty coming from inherent noises of point clouds. Additionally, a data filling
and resampling technique is proposed to solve the aliasing problem caused by the sparse and incomplete sampling of point clouds.
Qualitative and quantitative analyses of LiDAR data show a clear superiority of the proposed method over related methods. A cyber
campus generated by retrieving 3D building models with airborne LiDAR point clouds demonstrates the feasibility of the proposed
method.

Index Terms—point cloud encoding, 3D model retrieval, cyber city modeling.
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1 INTRODUCTION

The problem of 3D building model retrieval using air-
borne LiDAR point clouds as input queries is addressed
in this paper. LiDAR is an optical scanning technique
that is capable of measuring the distance to a target
object. By integrating global positioning system (GPS)
and inertial navigation system (INS), an airborne LiDAR
gains the capability to acquire high-resolution point
clouds from objects in the ground efficiently and ac-
curately. Thus, an airborne LiDAR system can provide
surveyors with the capability of digital elevation and
cyber city model generation [1]. This study aims at the
efficient construction of a cyber city by encoding unor-
ganized, noisy, and incomplete point clouds, as well as
by retrieving 3D building models from model databases
or from the Internet.

Recent developments on Web 2.0 technique and scan-
ning equipment have yielded an increasing number of
3D building models in Web-based data-sharing plat-
forms. Based on the concept of data reuse, a complete
or semi-complete building model in databases or in
the Internet is reused rather than reconstructing point
cloud. The main theme of model retrieval is accurate and
efficient representation of a 3D shape. Existing studies
mainly focus on encoding and retrieving 3D polygon
models using polygon models as input queries [2–7].
These studies do not consider model retrieval by using
point clouds, which is in a great need in the topic
of efficient cyber city construction with LiDAR point
clouds.

The key idea behind the proposed method is to repre-
sent noisy point clouds using a complete set of spherical
harmonics (SHs). Point clouds represented by a few low-
frequency SHs are insensitive to noises. In addition,
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SH encoding reduces data description dimensions and
yields a compact shape descriptor, resulting in both
storage size and search time reduction. Moreover, the in-
herent rotation-invariant property and multi-resolution
nature of SH encoding enable the efficient matching and
indexing of the model database. Besides, a data filling
and resampling approach is proposed to solve encoding
problems coming from the incomplete shapes of point
clouds and the aliasing problems of SH coefficients
attributed to the sparse sampling of point clouds.

Although the use of SHs in general data retrieval has
previously been studied [2, 8], to the best of our knowl-
edge, the proposed method is the pioneer in utilizing
SHs to encode airborne LiDAR point clouds, i.e., unorga-
nized, noisy, sparse, and incomplete data. The proposed
method, therefore, presents two major contributions: 1)
the introduction of an encoding scheme that consistently
encodes input point clouds and 3D building models in
the database, and 2) the application of the proposed
encoding scheme to retrieve 3D building models for
efficient cyber city construction. The remainder of this
paper is organized as follows. Section 2 reviews related
works. Section 3 describes the methodology of point
cloud encoding and building model retrieval. Section 4
discusses the experimental results, and section 5 presents
the conclusions and plans for future work.

2 RELATED WORK

Only studies that are closely related to the proposed
work are presented in this section. For detailed surveys
on shape retrieval, please refer to [9]. Following the
categorization presented by Akgul et al. [6], 3D model
retrieval methods are classified into two categories: re-
trieval based on projected views and 3D descriptors. For
retrieval methods based on projected views, 3D shapes
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are represented as a set of 2D projections [5, 7, 10–
12]. Each projection is described by image descriptors.
Thus, shape matching is reduced to measure similarities
between views of the query object and those of the
models in the database. Although methods based on
projected views can yield good retrieval results, a large
number of views may degrade retrieval efficiency. In
addition, extracting accurate and complete shapes from
the projected views of unorganized and incomplete point
clouds is difficult.

For retrieval methods based on 3D descriptors, shape
similarities are measured by using various geometric
shape descriptors including shape topology [13–17],
shape distribution [3, 6, 18], SH [2, 4, 8], shape spectral
[19], Zernike moment [20], angular radial transform [21],
and radon transform [22]. In the topology-based meth-
ods [13–17], shape topologies are generally represented
as skeletons/graphs. These methods rely on the fact that
the skeleton is a compact shape descriptor, and assume
that similar shapes have similar skeletons. These condi-
tions enable a topology-based method to facilitate effi-
cient shape matching and even partial shape matching
[16]. In the methods of shape distribution [3, 6], geomet-
ric features are accumulated in bins that are defined over
feature spaces. A histogram of these values is then used
as the signature of a 3D model. In the transformation-
based methods [2, 4, 8, 19–22], 3D shapes are trans-
formed to other domains, and transformation coefficients
are used in shape matching and retrieval. Among them,
SH is the typical transformation [2, 4, 8]. By utilizing the
advantages of compact shape description and rotation
invariant, models can be efficiently retrieved. Similarly,
the spectral embedding proposed by Jain and Zhang [19]
represents 3D models using eigenvectors of the matrix
formed by shape spectral. Thus, this descriptor can
withstand the surface disturbance of articulated shape
deformation in addition to similarity transformation. The
3D Zernike moment proposed by Novotni and Klein
[20], the angular radial transform proposed by Ricard et
al. [21], and the radon transform proposed by Daras et al.
[22] are other kinds of transformation-based approaches.

The use of these 3D descriptors in shape retrieval is not
a novel concept. However, substantial differences exist
between our method and the related methods. The main
difference is that the related methods perform very well
on existing benchmarks [23] for encoding and retrieving
3D polygon models. However, these methods cannot be
applied to unorganized, noisy, sparse, and incomplete
3D point clouds, which is in a great need in the topic
of efficient city model construction. Consistently and
accurately encoding LiDAR point clouds and building
models is the goal of this study.

3 METHODOLOGY

3.1 System Overview
Fig. 1 schematically illustrates the workflow of the pro-
posed system, which comprises two major components:

data encoding and data retrieval. For data encoding, both
the building models and point clouds (i.e., the input
query) are consistently encoded by a set of SHs. To
achieve consistency in encoding, an airborne LiDAR
simulator is utilized to resample the building models.
This process enables building models and point clouds
to have similar samplings, as shown in Fig. 1(b). In
addition, a data filling process is performed to solve
the aliasing problem attributed to the sparse sampling
of point clouds, as shown in Figs. 1(c) and 1(f). This
process can significantly reduce aliasing errors on en-
coded SH coefficients, thus improving retrieval accuracy.
For data retrieval, a LiDAR point cloud is selected as a
query input to retrieve building models in the database.
The data are retrieved by matching the SH coefficients
of point clouds and building models. By utilizing the
inherent multi-resolution property of SH representation,
a coarse-to-fine efficient indexing and ranking scheme is
adopted to accelerate model retrieval.

3.2 Spherical Harmonics

To represent point clouds and building models effi-
ciently, a set of SH functions are used for geometric
shape encoding. The following is a brief introduction to
SHs. A SH function of degree ` and order m, denoted
by Y m` (θ, φ), is defined as follows:

Y m` (θ, φ) =

√
2`+ 1

4π

(`−m)!

(`+m)!
Pm` (cosθ)eimφ, (1)

where ` and m are integers that satisfy ` ≥ 0 and |m|≤ `;
θ ∈ [0, π] and φ ∈ [0, 2π] represent latitude and longitude,
respectively. The associated Legendre polynomial Pm` in
(1) is defined as:

Pm` (x) =
(−1)m

2``!

(
1− x2

)m/2 d`+m

dx`+m
(
x2 − 1

)`
(2)

The SH functions Y ml constitute a complete orthonor-
mal system on a sphere. Any function f(θ, φ) on a sphere
can be expanded by a linear combination of these basis
functions:

f(θ, φ) =

∞∑
l=0

∑̀
m=−`

aml Y
m
` (θ, φ), (3)

where am` is the coefficient of the basic function Y m` .
Given a maximum degree `max, an orthonormal system
expanded by SHs involves (`max +1)2 coefficients. For a
function with n spherical samples (θi, φi) and function
values fi = f(θi, φi), 1 ≤ i ≤ n (i.e., fi is the position
of the sampled points of the point cloud or building
model), coefficients am` can be obtained by solving a
least-square fitting [24]:

y1,1 y1,2 y1,3 · · · y1,k
y2,1 y2,2 y2,3 · · · y2,k

...
...

...
. . .

...
yn,1 yn,2 yn,3 · · · yn,k



b1
b2
...
bk

 =


f1
f2
...
fn

 , (4)
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Fig. 1: System workflow. (a) 3D building model database; (b) surface resampling and (c) filling; (d) model encoding by SHs; (e)
query input; (f) surface filling for point cloud; (g) point cloud encoding by SHs; and (h) coefficient matching and ranking.

where yi,j = Y m` (θi, φi), bj = am` , j = `2 + `+m+ 1 and
k = (`max + 1)2. To represent point clouds and building
models by SHs, 3D geometric shapes are represented as
spherical functions f(θ, φ) in a polar coordinate system.
The spherical function can be represented by three ex-
plicit functions f(θ, φ) = (fx(θ, φ), fy(θ, φ), fz(θ, φ)), and
the coefficients calculated by (4) are three-tuple vectors
am` = (am`x, a

m
`y, a

m
`z). By utilizing the fact that the L2-

norm of SH coefficients are rotation invariant [25], the
3D geometric shape is encoded as follows:

SH(f(θ, φ)) = ({‖am0 ‖}0m=0, {‖am1 ‖}1m=−1,

· · · , {‖am`max
‖}`max

m=−`max
)

(5)

This encoding is compact and has several useful prop-
erties for retrieval, which will be discussed in Section 4.1.
Moreover, the 3D shape can be reconstructed using these
coefficients with SHs:

f
′
(θ, ϕ) =

`max∑
`=0

∑̀
m=−`

am` Y
m
` (θ, ϕ) ≈ f (θ, ϕ) (6)

The 3D shapes approximated by SHs with different
maximum degrees `max are shown in Fig. 2. From this
figure, we can see that the use of additional coeffi-
cients facilitates more accurate reconstruction. On the
other hand, the use of fewer coefficients yields an effect
similar to shape smoothing, meaning that the encoding
is potentially insensitive to noise. In the experiments,
the maximum degree `max is set to 10 to account for
noise insensitivity and efficient retrieval. Furthermore,
since the coefficients am` are complex conjugates of the
coefficients a−m` , i.e., ‖am` ‖ =

∥∥−a−m` ∥∥ , only coefficients
am` with m ≥ 0 (i.e., 66 coefficients) are used to encode
the data for efficient retrieval and storage.

3.3 Consistent Data Encoding and Retrieval

As a preprocessing, the origins of the building mod-
els and the input point cloud are consistently set to
the center of 3D object‘s bounding box. To consider
the encoding efficiency, the simple axis-aligned bound-
ing box is used rather than the minimum bounding
box. The axis-aligned bounding box of an object rep-
resented by a set of points can be efficiently obtained
by searching for the maximum point (xmax, ymax, zmax)
and minimum point (xmin, ymin, zmin) in the Cartesian
coordinate system. The center of bounding box, that is,
((xmax − xmin)/2, (ymax − ymin)/2, (zmax − zmin)/2), is
defined as the origin of model and point cloud. This
process can reduce sensitivity to the 3D object origins
in SH encoding. Besides, a model resampling process
is performed by utilizing an airborne LiDAR simulator.
The goal of this process is to make the sampling of build-
ing models similar to that of the point cloud acquired by
airborne LiDAR, which can facilitate consistent encoding
and accurate retrieval.

The proposed LiDAR simulator comprises two main
components: sensor and platform. Generally, LiDAR sen-
sors are mounted on positioning platforms such to de-
termine the absolute positions and orientations of the
sensors. Such platforms include a position and naviga-
tion system, which contains a GPS receiver and an INS.
To simplify the simulator, the position and navigation
system is excluded. Thus, a relative position is obtained
rather than an absolute position. In the simulator, the
sensor component is designed based on the fact that
LiDAR measures the distance of a desired target by
illuminating the target with light. Parameters for the
sensor include laser pulse rate, i.e., scanning frequency,
and scanning field of view (FOV), as illustrated in Fig. 3.
The platform component is used to simulate the general
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Fig. 2: 3D shape reconstruction. From left to right: original point cloud and SH reconstruction results using `max = 5, 10, 15,
and, 20.

aircraft which includes the flight parameters: trajectory,
height, and velocity. In the experiments, the laser pulse
rate is set to 80 kHz (the range of laser pulse rate is
generally 25 kHz to 100 kHz); the FOV is set to 40
degree; the flying height is set to 1000 m (the range of
flying height is generally 500 m to 2000 m); the flying
speed is set to 450 km/hr; and four strips surrounding
the building model are set as the flight trajectory. In the
simulation, the intersections of the building model and
the rays emitted by the LiDAR simulator are calculated
under the parameter settings of the sensor and platform,
and a Gaussian noise is added to the sampled points to
simulate the overall noises in the LiDAR system. Fig. 4
shows a model resampling generated by the proposed
LiDAR simulator. The samplings of the building models
are similar to those of the LiDAR point clouds, thus
facilitating consistent encoding and successful model
retrieval.

Velocity 

Height 

Scanning rate 

Fight trajectory 

FOV 

Fig. 3: Illustration of airborne LiDAR scanning. The yellow
dotted line represents the flight trajectory, and the red dotted
line represents the scanning path as well as the intersections
between the 3D objects and the rays emitted by the LiDAR
simulator.

Fig. 4: Results of model resampling. From left to right: 3D
building models, point clouds acquired by airborne LiDAR,
and simulated point cloud generated by the LiDAR simulator.

Sparse and incomplete sampling is common and even
inevitable in airborne LiDAR point clouds because of

(d) (e) 

(a) (b) 

(c) 

Fig. 5: Filling process. (a) Raw LiDAR point cloud in top and
perspective views. Some parts of the building are occluded
by neighboring trees (marked by black ellipse). The point
cloud is visualized by point height colored ranging from green
(lowest height) to red (highest height). (b) Building point cloud
extracted from raw LiDAR data (a). (c) Filling the building
ground and filling small holes by local interpolation. The sam-
pled points are displayed by red. (d) SH reconstructed surface
with `max = 5. (e) Filling with the aid of SH reconstructed
surface. The sampled points are displayed by yellow.

obstacles (see the top figure in Fig. 5). Therefore, sig-
nificant aliasing errors generally occur in encoded SH
coefficients, which may result in retrieval failure. To
solve this problem, a data filling process is required.
Many approaches have been proposed for the surface
interpolation and reconstruction of point clouds [26, 27].
These approaches mainly rely on the accurate point
normal, which is a significant geometric feature of 3D
shape. However, point normal estimation is nontrivial
and difficult for unorganized, noisy, and incomplete
point clouds. Therefore, the existing reconstruction ap-
proaches are infeasible for airborne LiDAR data. In this
study, a simple and efficient data filling approach is
proposed to insert several new point samples in order
to meet the aliasing-free sampling constraint, that is, the
sampling resolution must be larger than 180◦/`max [28].
The basic idea behind our approach is to insert samples
within under-sampling regions by utilizing the existing
points. This filling process consists of three steps: filling
of building ground, filling of small and under-sampling
regions by local interpolation, and filling of remaining
holes, i.e., big holes, by utilizing an SH-reconstructed
surface, as shown in Fig. 5. In the first step, several sam-
ples in the building ground are inserted because that the
LiDAR rays cannot reach the building ground and the
building ground information is missing. In the second
step, an n×n grid mesh, where n = 360/`max, is created
to cover the polar space (θ, φ). The under-sampling grids
are then efficiently determined in this space by verifying
whether the grid is empty. To avoid extrapolation and
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for reliable reconstruction, the empty and isolated grids
are defined as small holes and linearly interpolated by
the samples in their neighboring grids. In the third step,
the interpolation of remaining empty grids, i.e., large
empty regions, is guided by an approximated surface
which is constructed by using the existing samples. The
approximated surface is constructed using (6) with the
encoded SH coefficients of the existing samples (using
(4)). To generate a rough and approximated surface,
`max is set to 5. Several new point samples within the
remaining under-sampling grids are then constructed
using this approximated surface to meet the sampling
criterion. Note that the values of maximum degree in
gap filling (`max = 5) and data encoding (`max = 10) are
different. Since that the gap filling fills the gaps based
on the original point cloud only and the data encoding
encodes data by using both the original point cloud and
the new sampled points obtained from the gap filling, we
assign a smaller value to `max in the gap filling compared
with that in the data encoding.

The experiment of point cloud encoding with and
without the data filling process is shown in Fig. 6. The
encoding results are compared with that of a simulated
point cloud with dense sampling, which is obtained by
uniformly sampling the corresponding building model.
Obviously, without the data filling, the point clouds have
significant errors on the encoded SH coefficients. By
contrast, encoding with the process of data filling has
SH coefficients similar to that of simulated point cloud,
indicating an accurate encoding is obtained.

ma
ma
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point cloud

filled point cloud
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point cloud

filled point cloud

building model

Fig. 6: Results of data filling and SH encoding. The blue, red,
and green curves represent the encoded SH coefficients of the
original point cloud, the filled point cloud, and the simulated
point cloud (sampled from the corresponding building model),
respectively.

3.4 Indexing and Ranking
SH encoding is inherently multi-resolutional. This prop-
erty enables an efficient coarse-to-fine indexing and
ranking. In this study, a three-stage ranking is used.
The first stage uses a few low-frequency SH coeffi-
cients to define an initial search result. In the exper-
iment, 21 SH coefficients (i.e., degree ≤ 5) are used,
that is, {(‖am0 ‖)

0
m=0,(‖am1 ‖)

1
m=0,(‖am2 ‖)

2
m=0,(‖am3 ‖)

3
m=0,

(‖am4 ‖)
4
m=0,(‖am5 ‖)

5
m=0} . The second stage uses the re-

maining coefficients to rank the resulting models within
the returned model population. In other words, low-
frequency coefficients define, in essence, the resulting

model population, and relatively high-frequency coeffi-
cients are used to rank the results. The overall shape
similarity measurement is formulated as the distance
between the encoded SH coefficients of the point cloud
P and the building model M:

dist(P,M) = ‖SHi (P)− SHi (M)‖2 (7)

In the case of extracting the most identical building
model for cyber city construction, the third stage is per-
formed. In this stage, the standard registration algorithm
called iterative closest point [29] is adopted to align the
retrieved models, and then the building model that is
the most identical to the query is extracted using the
root mean square error (RMSE). In this manner, the
building mode that is the most close to the input point
cloud is efficiently extracted from a database, and a city
model containing the extracted building models can be
efficiently constructed.
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Fig. 7: Demonstration of the rotation invariance. Coefficients
remain unchanged when rotations are applied to a point cloud.

0

5

10

15

20

25

order 

original

σ=0.1m 

σ=0.2m 

σ=0.5m 

0

0.4

0.8

1.2

1.6

ma

Fig. 8: Demonstration of the noise insensitivity. A point cloud
with different Gaussian noise magnitudes is tested (the stan-
dard deviation σ is set to 0.1, 0.2, and 0.5 m). SH coefficients
are slightly altered when the encoded data has noises.

4 EXPERIMENTAL RESULTS

4.1 Properties of the Proposed Encoding Approach
Shape retrieval based on the proposed encoding ap-
proach introduces several properties that demonstrate
the potential for building model retrieval by point
clouds. First, the proposed approach provides a metric
in which similar shapes have small distances, whereas
dissimilar ones have larger distances. Second, the pro-
posed approach is capable of consistently encoding point
clouds and polygon models with the aid of data resam-
pling and filling. To demonstrate this property, building
models and their corresponding point clouds are tested.
The encoding results in Fig. 6 show that the building
models and point clouds have similar coefficients, which
indicates that they are consistently encoded. Third, the
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coefficients are inherently rotation invariant. As shown
in Fig. 7, the coefficients remain unchanged when ro-
tations are applied to a building model. Fourth, the
proposed encoding scheme is potentially insensitive to
noise. It is because that only certain low-frequency SHs
are used to encode the data, i.e., `max = 10. For example,
in Fig. 8, a point cloud with different Gaussian noise
magnitudes (the standard deviation is set to 0.1, 0.2,
and 0.5 m) is tested. Results show that the encoded
coefficients exhibit only slight differences when noise is
present in the data. Fifth, SH encoding facilitates the
reduction of dimensionality in shape description since
a small set of SHs is used. With the aforementioned
properties, the proposed retrieval method can efficiently
and accurately retrieve polygon models by point clouds.

4.2 Parameter Setting
The maximal degree of SHs, i.e., `max, is the main pa-
rameter in the proposed encoding approach. To test the
sensitivity and efficiency of model encoding to such pa-
rameter and to determine a suitable value, our approach
was tested using various parameter values on simulated
point clouds acquired from 3D polygon models. The
experiment results are shown in Fig. 9. The blue curve
denotes the encoding accuracy, which is calculated by
measuring the differences between the 3D polygon mod-
els (the ground truths) and the SH reconstructed models.
The red curve denotes the average computation time
of the encoding. As expected, a tradeoff exists between
the encoding accuracy and efficiency. A larger maximal
degree corresponds to higher encoding accuracy but
lower efficiency. Considering accuracy and efficiency, as
well as noise insensitivity, the maximal degree of SHs is
set to 10, that is, `max = 10. Note that it is difficult or
even impossible to search for the optimal value of `max

for all cases. Therefore, an empirical value is used in the
implementation.
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Fig. 9: Experiment of parameter setting. The blue curve denotes
the encoding accuracy, and the red curve denotes the computa-
tion time of encoding. The simulated point clouds acquired by
resampling polygon models are encoded using various values
of `max.

4.3 Retrieval Evaluation and Application
Database and time complexity. Our approach was tested
on a database containing approximately 15000 building

models mostly obtained from the Google 3D Warehouse.
All experiments were evaluated on a PC with a 3.0 GHz
GPU and 2 GB memory. Our system takes averagely 3.1
s to encode a point cloud with 10000 points and 0.85
s to search the database. Shape encoding is achieved
by solving a least-squares system with an n × k design
matrix, where n is the number of sampled points, and
k = (lmax + 1)2. Thus, the computational complexity of
shape encoding is O(kn2). If the retrieval is performed
using sequential scanning without any index structure
(the approach mentioned in Section 3.4), the computa-
tional complexity of retrieval is O(N), where N is the
number of building models in the database. This means
that the time required to process a query is linearly
dependent on the size of the model database.

Evaluation of the encoding scheme. The key to ac-
curate retrieval is the consistency of building models
and the corresponding LiDAR point cloud encoding.
The existing model retrieval methods cannot well handle
the point clouds because of the noises and incomplete
shapes of point clouds. For instance, in the projection-
based methods [5, 7, 10–12], a 3D model is represented
as a set of 2D projections, and each projection is then
represented by image descriptors. However, the 2D pro-
jections contain objects with sparse, noisy, and incom-
plete sampling, as shown in Fig. 10. The contour-based
or region-based image descriptors may fail to encode the
content. For the methods based on shape distribution
[3, 6, 18], the histogram of 3D shape is used as the
signature of 3D model. However, for a point cloud
acquired by airborne LiDAR, the point sampling in the
building roof is much denser than that in the side parts,
as shown in Fig. 10. Besides, the point cloud is generally
incomplete in shape. These problems make the methods
difficult to generate a correct shape distribution.

0∘ 30∘ 

90∘ 150∘ Bottom 

Top 

Bottom 

Top 
0∘ 30∘ 

90∘ 150∘ 

Fig. 10: Projection of point cloud. Left: point clouds. Right:
various views of point clouds including top and bottom views,
0o, 30o, 90o, and 150o side views.

We propose the use of a LiDAR simulator in building
model resampling to obtain a sampling that is similar
to the LiDAR point cloud. To demonstrate the usability
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Fig. 11: Comparison between SH encodings of LiDAR point
cloud, simulated point cloud from LiDAR simulator, and uni-
formly sampled point cloud.

of the LiDAR simulator, an encoding experiment using
uniform sampling and the proposed sampling was con-
ducted. The results are shown in Fig. 11. The proposed
sampling is better, in terms of encoding accuracy, than
uniform sampling for the building models that contains
internal surfaces. The internal surfaces differentiate the
uniform sampling from its corresponding LiDAR point
cloud, resulting in inconsistent encoding. With the aid
of LiDAR simulator, consistent sampling and encoding
can be obtained. However, ambiguous encoding may
occur because of the limitation of airborne LiDAR scan-
ning. Parts of a building will at times be undetected
by airborne LiDAR because the rays emitted by LiDAR
are obstructed. This implies that the buildings with and
without the undetected parts have similar encoded coef-
ficients. For instance, the SH coefficients of a quadrangle
building and that of a square building are similar, indi-
cating the occurrence of ambiguous encoding. This is a
limitation of airborne LiDAR point cloud encoding, and
it is independent of the shape descriptor. The possible
solution to this problem is to perform the third stage
of ranking mentioned in Section 3.4. In this stage, the
RMSE is used to refine the rankings further.

Retrieval evaluation. We compared our method with
the related methods which are based on SH descriptor
[2, 8] and shape distribution [3, 6, 18]. A dataset con-
taining seven groups of building models shown in Fig.
12 were tested, and the commonly used measurements
precision ηs and recall ηn were adopted to evaluate
retrieval accuracy. These measurements are defined as
ηs =

TP
TP+FP and ηn = TP

TP+FN , where TP , FP , and FN
represent true positive, false positive, and false negative,
respectively. From the rankings and the precision-and-
recall curves shown in Figs. 13 and 14, we conclude
that the proposed method, which is capable of consistent
encoding, is superior to the related methods. It should
be note that the related studies mainly focused on the
retrieval of polygon models by using a polygon model as
input query. Therefore, these methods are unsuitable for
the sparse, incomplete, and noisy LiDAR point clouds.
As for the methods based on other descriptors such as
shape topology [14], shape spectral [19], Zernike moment

Fig. 12: Model dataset. The dataset consists of seven groups
(from top to bottom): Taipei 101 building, Shanghai world
financial center building, apartment, square building, office
building, rectangular store building, and other buildings.

[20], angular radial transform [21], and image signature
[12], similar results will be obtained since the methods
are designed for polygon models.
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Our Approach Traditional SH Shape Distribution 

Fig. 14: Precision-and-recall curves of our method (blue) and
the methods based on SH descriptor (red) and shape distri-
bution (green). The dataset shown in Fig. 12 is tested. The
curves are the average precision and recall for (a) all groups, (b)
without the group of Shanghai world financial center building,
and (c) without the group of other buildings. (d) Combining
the average precision and recall curves shown in (a)-(c).

To demonstrate the feasibility of the proposed method,
a huge database containing approximately 15000 build-
ing models was tested. The retrieval and ranking results
shown in Fig. 15 indicate that similar models are re-
trieved and most of the retrieved models have correct
rankings. However, incorrect rankings still occur. For
this problem, similarly, the third stage of ranking can
be performed, and the rankings can be further refined
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Fig. 13: Retrieval results. Retrieval and ranking results generated by the traditional SH (top), shape distribution (middle), and
our method (bottom). The leftmost model is the query, and the model dataset shown in Fig. 12 is tested.

1.07 1.08 3.12 2.05 2.48 2.38 2.45 2.81 3.06 

2.81 3.18 2.63 1.84 2.77 2.7 3.44 2.38 3.37 

0.85 1.09 1.22 1.24 1.05 2.07 2.01 2.15 1.87 

1.92 1.71 2.08 1.76 2.06 2.15 1.84 2.11 2.4 

0.74 1.82 1.9 1.38 1.53 1.73 1.67 

1.35 1.62 1.65 1.63 1.74 1.93 1.81 

Fig. 15: Retrieval from a huge model database. Left: query input (point clouds acquired by LiDAR). Right: ranking results with
RMSE.
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by RMSE.

Application. With the aid of our system, users can
efficiently construct a cyber campus/city, as shown in
Fig. 16. The ground objects are scanned by airborne Li-
DAR, and the point clouds of the buildings are extracted
using the classification technique [30]. With our system,
a building model in the database that is most close to
the query is retrieved, and a cyber campus containing
the retrieved models can be efficiently constructed.

Fig. 16: Cyber campus construction. Left: LiDAR point cloud.
The height is visualized by color ranging from blue to red.
Right: retrieved building models.

5 CONCLUSIONS AND FUTURE WORK
A building model retrieval method using a point cloud
as query input was presented. With the proposed encod-
ing approach, the building models in the database and
the input point clouds can be consistently encoded. The
proposed encoding approach based on SHs introduces
the properties of rotation invariance and noise insensi-
tivity. Moreover, such an approach provides a compact
and hierarchical encoding mechanism, which reduces
search time and repository space requirements. Besides,
the data resampling and filling have been proven to
mitigate the encoding difficulties that arise from the
sparse and incomplete sampling of point clouds. The ex-
perimental results of airborne LiDAR data demonstrate
the efficiency and accuracy of the proposed approach,
and the qualitative and quantitative analyses show the
clear superiority of the proposed method over the related
methods. In addition, a cyber campus generated by re-
trieving 3D building models with airborne LiDAR point
clouds demonstrates the feasibility of our approach. In
the near future, we plan to develop an approach that
retrieves tree models with point clouds, thus enabling
the construction of a more complete cyber city model.
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